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Abstract—In this work, we use a graph analysis tool to measure
how student-created mind maps reflect learning. Mind maps
consist of words and connections between words, and this visual
tool helps illustrate how an individual understands how these
words connect together in a field. From an analysis standpoint,
mind maps are graphs consisting of nodes connected by edges.
In the fall of 2011, students created three mind maps over the
duration of a digital system design course, and at each of the
three intervals, these mind maps were created with the same
20 terms that were introduced throughout the course. Each
student’s mind maps were then digitally encoded and analyzed
using a modern graph analysis tool called GraphCrunch II.
Our results show that a simple analysis of graph density is a
poor indicator of learning since this metric does not capture a
graph’s structure, and it is this structure that reflects meaning
and understanding by the learner. Instead, a metric called relative
graphlet frequency distance (RGF-distance), which is calculated
by comparing a golden mind map (expert created mind map)
to each of the students mind maps, is used to analyze each
students understanding of how these words relate. Our results
show that learner’s mind maps decrease in RGF-distance over
the period of the course, and this means that the students are
building graphs more similar to that of the golden model. We,
also, see that the RGF-distance over the set of students compared
to their grades on an exam or overall grade in the course has
some correlation, meaning that these mind maps relate to grades
in terms of the learners understanding of vocabulary, but the
correlation is not strong. The ultimate goal of these tools is to
provide the learners with a method of getting automatic feedback
on their understanding as well as learning progress in particular
topics.

I. INTRODUCTION

Concept maps [1], [2] and mind maps [3] are useful tools in

education, and they can be used both in lectures as classroom

assessment techniques (CATs) and outside the classroom for

the learner to express ideas in a visual form. Mind maps are

words/concepts connected by lines where a line indicates a

relationship between the words, and concept maps (also called

knowledge maps) have similar structure except the connecting

lines have directionality (indicated by an arrows) and have

associated prepositional phrases that indicate how the words

are related. For this work, maps are mathematically known

as graphs, and therefore, we can leverage research in the

understanding of graphs to help analyze mind maps.

Our focus is on using modern graph analysis tools to

evaluate in class, student-created mind maps. Our goal is to

help build tools that learners can use with their mind maps to

automatically give them feedback on their understanding of a

topic. To evaluate a map, either the map can be evaluated by an

expert observer, or the map can be compared to a golden map

generated by an expert. The first of these evaluation options

is very difficult for computers to perform since the computer

needs some inherent understanding of the topic itself. The later

is the approach used since a machine can use the golden map

and compare it to the learners map without any knowledge of

the subject.

To compare learner mind maps to golden maps we use a

tool called GraphCrunch II [4], which is a tool developed for

analyzing the similarities between proteins. This tool uses a

unique method to compare graphs and is easily applicable to

mind maps. Over the 2011 semester of a course on digital

design, we collected student mind maps (course beginning,

post exam I, and post exam II). These mind maps were

CATs where students had 10 minutes to create their maps that

consisted of 20 terms, and these 20 terms were introduced

throughout the semester. Each student’s mind maps was then

digitally encoded and analyzed using GraphCrunch II. Our

results show that another metric, graph density (defined later),

is a poor indicator of learning since this metric does not

capture the graph’s structure, and it is structure that reflects

meaning and understanding by the learner.

Instead, a metric called relative graphlet frequency distance

(RGF-distance) [5] is calculated by GraphCrunch II. Our

results, with this metric, show that the majority of learners

have a decrease in RGF-distance for their maps over the

course, and this means that the students are building graphs

more similar to the golden map. We consider this result

evidence of student’s learning the vocabulary of a field and

the relationships between words. We, also, see that the RGF-

distance for students compared to their grades on an exam or

overall grade in the course has some correlation, meaning that

these mind maps reflect performance in the course. However,

the correlation coefficient is not strong enough to consider

using the graph analysis tool as an assessment measure.

The remainder of this paper is organized as follows. Sec-

tion II reviews previous work in analyzing mind maps and

introduces more details about graphs and the GraphCrunch II

tool to help the reader. Section III describes the experiment,

and Section IV shows our results. Finally, Section V concludes

the paper.



Fig. 1. Example of a mind map on the relationship between mind maps and
graphs

II. BACKGROUND

Mind maps [3] are a visual tool that can be used to represent

the connections between a number of concepts. These maps

are useful CATs [6], and both the student and teacher can

observe how concepts connect in the learners mind, which

allows teachers to provide feedback. Figure 1 shows an

example mind map that expresses the author’s understanding

of mind maps and how they relate to mathematical graphs.

Basically, the words/concepts that are in a mind map are the

nodes of a graph (circled bubbles), and the connecting lines

between these words are edges of a graph. Concept maps [1],

[2], also called knowledge maps, are more complex than mind

maps since the edges are labeled with prepositional phrases.

We do not analyze concept maps in this work, but they are also

powerful learning tools with a valuable research literature that

compliments and motivates this work. For a good introduction

to concept maps, take a look at Novak’s book, Learning,

Creating, and Using Knowledge: Concept Maps As Facilitative

Tools in Schools and Corporations [7].

A. Map Analysis Classifications

As described earlier, our focus is on automatically analyzing

mind maps using modern graph analysis tools. To do this, we

will compare student maps to a golden model; Ruiz et. al.

[8] called this type of scoring comparison with a criterion

map. Ruiz identified another scoring mechanism called score

map, which includes basic graph analysis techniques such as

counting edges and nodes, and they describe a third option,

hybrid model, that combines the two. Their work looks at five

other studies with concept maps and categorizes them based

on their scoring technique. In this work, our approach is the

third choice, hybrid scoring, since we use the criterion map to

assist the automated scoring.

Herl et. al. [9] further categorize map analysis based on

what the learner is allowed to do. They call maps that are

restricted in construction as closed, which means the words

and concepts are limited, and open maps are unrestricted. A

number of researchers [10], [2], [11], have presented ways

of defining closed maps for concept maps, and in our work,

the mind maps are closed since we restrict the number of

words/concepts that a learner can include in their maps.

B. Automated Map Analysis

As a precursor to automated map analysis, various methods

of scoring a map have been proposed by researches, and a brief

list of scoring metrics in the literature include the following:

• Concept map - count the number of valid propositions,

levels of hierarchy, examples, and crosslinks [1] where

weights can be introduced to each count ([12], [13])

• Concept map - a measure of hierarchiness which relates

hierarchy in the map [8]

• Mind map - compare the scores on tests to the technique

[14]

• Concept map - the more important a concept, the closer

it is to the top of the tree [15]

• Mind map - have two independent experts score (some-

times with a rubric) the mind map on a scale two times

with one week delay and compare correlation of ratings

[16]

The scoring of maps has been challenged by many re-

searchers in the literature [17], [18]. Kinchin and Hay [19]

criticize the shortcomings of strict scoring of concept maps

as a motivation to propose qualitative analysis of maps.

Interestingly, one of their key contributions in this qualitative

approach is looking for spoke, net, and chain like structures in

a map, and these structures are internal graph structures that

are captured by what will later be described as graphlets.

Early attempts at automating the analysis of maps and pro-

viding feedback focused on hint like mechanisms. A criterion

map (called scaffold in these works) provides student creators

with hints for their maps on what is missing and what does not

belong [20], [21]. Conlon [22] built a system that used Novak’s

scoring mechanism and other artificial intelligent concepts to

build an open concept map creation system that provided

feedback to students. Our goal is study modern graph analysis

tools for similar purposes.

C. Graph Analysis

We have already introduced concepts of nodes and edges.

We should also mention that mind maps are classified as

undirected graphs, which means that the edges do not have

a direction, normally indicated by an arrow; concept maps,

on the other hand, are directed graphs. In the rest of this

section, we will provide a better understanding of the metrics

compared as our experimental measures - density of a graph

and relative graphlet frequency distance (RGF-distance). Note

that mathematical formulas and definitions are provided in

graph notation, but the reader does not need to understand

this notation to understand this work.

The density of a graph is defined as the total number of

edges (|E|) divided by the maximum number of edges that a

graph could have (.5∗|V |∗(|V |−1)). For the graph in figure 1,

the maximum number of possible edges is 21 and the number

of edges is 9, so the density is 9/21 or, approximately, 0.43.

The greater this value, to a maximum of 1, means the more

connectivity between the nodes within a graph.

Density measures how much connectivity there is in a graph.

In terms of relating this to mind maps, we might hypothesize



that the more connected a mind map is then the more tightly

related the topics are. If we compare metrics for a student

map to the criterion map then we might say the closer these

metrics are to one another than the global connectivity is

more similar. The problem, however, is the structure of the

mind map is not captured with simple metrics and students

might be making wrong connections that somehow make the

comparative metrics more equal.

Fig. 2. Graphlets of size 2, 3, and 4

Before defining RGF-distance, we first introduce graphlets.

Graphlets, formally, are “a connected network with a small

number of nodes” [5] and these small graphs are non-

isomorphic induced subgraphs of a larger graph. Figure 2

shows all the graphlets of size 2, 3, and 4. Note that the

graphlet of size 1 is a single unconnected node and is not

that useful.

The power of the graphlet is how it can be used to analyze

a graph. The procedure developed by Przulj et. al. [5] is to

search for all graphlets of size 3, 4, and 5 in a given graph.

Based on the count of each type of graphlet, we then can

construct a signature in the form (g1, g2, g3, g4, g5, g6, g7, g8,

..., g28, g29), where g1 is number of the first type of graphlet

of size 3 shown in figure 2 and g29 is the count for the last

graphlet of size 5. This signature can be compared to another

graphs signature to get a measure of similarity, and Przulj

et. al. used their technique to compare graphs representing

biological structures such as proteins.

RGF-distance is a measure of the difference in frequency

of graphlets of g1, g2, g3, ..., g28, and g29 appearing in the

two graphs being compared. A detailed equation is presented

in Przulj et. al. [5] and the reader can find the details on

the calculation of RGF-distance. For this work, we must

understand that GraphCrunch II will calculate this metric for

us, and the smaller this number gets means the more similar

the two graphs are.

RGF-distance captures the comparative structure of two

graphs, and in terms of comparing student mind maps to the

criterion map, we hypothesize that the lower the RGF-distance

is means that students better understand the relationships

between concepts/words since their maps have more similar

structure to the expert’s criterion map. This is the main

hypothesis of this work.

III. SEMESTER MIND MAP EXPERIMENTAL SETUP

For our work, the goal is to automatically analyze student-

created mind maps over a semester long course and observe

how these students are learning the course vocabulary as

reflected by their mind maps. The focus course for this

experiment is a digital design course offered at the 200 level.

The course starts with how transistors can be organized to

make basic Boolean gates and ends at designing finite state

machines using a hardware description language (HDL). From

our perspective, the most challenging aspect for most students

is the application of HDLs to design hardware as the language

differs significantly from sequential programming languages

that students are much more familiar with. However, mind

maps only play a small part in understanding HDL application,

and this work focuses on the students understanding of digital

system vocabulary.

Table I shows a summary of our experiment. Column one

describes the category, and column two and three lists the

category type and specific details.

Our mind map experiments are on closed mind maps.

Specifically, a list of 20 terms are provided that are introduced

in the course. The following list of the 20 terms is ordered

chronologically based on when the word/concept is introduced

in the course. Note that by exam I, terms 1 through 15 have

been introduced, and by exam II the remaining words have

been presented. Also, note that the list order is randomly

presented to the students. The list includes the following:

Electricity, Transistor, Vdd, False, Digital, AND, Truth table,

XOR, Schematic, Power, Timing, Binary, Decimal, Two’s

compliment, Multiplexer, Sequential, Register, HDL, Always,

FSM.

During the second class of the course, we introduce mind

maps using an illustration of constructing mind maps for

countries. We show how the mind map can be constructed

differently depending on if we are thinking about geographical

location, oil supply, or military alliances and enemies. After

this basic training, we then show the list of 20 terms and give

the students 10 minutes to create their first mind map. This

is repeated after exam I and exam II with the same terms

and the same amount of time. This means for each student

who has chosen to participate (our IRB approved protocol

allowed students to remove their participation agreement any

time in the semester before final marks were released) could

have created up to three mind maps over the semester.

To use these paper-based mind maps with graph analysis

tools such as GraphCrunch II, the mind maps need to be

digitally encoded. One of the digital formats that GraphCrunch

uses is a simple line-by-line graph representation where two

words are included on each line; the pairing of words on a

line means that there is an edge between them. We built a

simple key-press data entry program based on the first letters

of each word to quickly encode the paper mind maps into a



TABLE I
A SUMMARY OF THE PROPERTIES OF OUR MIND MAP EXPERIMENT

Evaluation Category This Experiment Details

Mind map option Closed Restricted to 20 terms
Evaluation Hybrid Criterion map that is used for scoring
Scoring metric Various Comparison of simple graph metrics to RGF-distance
Mind map creation In class 10 minute activity at the start of class

digital form. Each student is given a numerical id, and each of

their mind maps is encoded and a corresponding grade entry is

labeled with their id. In this way, students become anonymous

once all their data is in as per our IRB protocol. With the

digitally encoded mind maps, the graphs are analyzed.

IV. EXPERIMENTAL RESULTS

The hypothesis is that the RGF-distance metric, which is

a comparison of graph structure between student and the

criterion mind maps, will decrease in value over time and show

that student’s mind maps reflect a better understanding of how

the words and concepts in a field are organized. This learning

will be examined in two ways; first, we expect that there will

be some correlation between grades and RGF-distance, and

second, over the course, we expect an individual’s mind maps

to show a better understanding of how the words/terms in a

field relate. In addition to these two trends, we will first look

at how simple graph metrics relate to RGF-distance assuming

that these metrics can not capture structure that RGF-distance

can.

A. Comparison of RGF-distance to other Graph Metrics

We speculate that the RGF-distance metric is a better metric

for evaluating mind maps since it captures comparative graph

structure. Here, we compare graph density to the RGF-distance

metric in two ways to show that RGF-distance is more useful

than simple metrics. First, for each set of mind maps the

correlation coefficient is compared to the respective RGF-

distance, and second, the metrics for the criterion model are

compared to see if there is a relationship.

TABLE II
STATISTICS FOR THE GRAPH METRICS ON MIND MAPS

Correlation - Density to RGF-distance Golden Model Stats

Course Start Exam I Exam II Edges Nodes Density

-0.14 -0.47 -0.93 47 20 0.25

Table II summarizes this data. The first three columns show

the correlation coefficients, and the last three columns show

stats on the criterion mind map. In terms of the correlation

coefficients between density and RGF-distance there appears

to be none for the first two mind maps. However, for the post

exam II mind maps, there is a high correlation. To understand

if the correlation has any meaning, we look at the second

aspect of analyzing this data, how does the density compare

to the densities in the student mind maps. On average the

density for the three sets of mind maps (0.16, 0.15, and 0.14

respectively) are all smaller than the density for the criterion

map (0.25), which suggests the similarity is small. The best

mind maps (as a measure of RGF-distances below 5) created

in the post exam II do have the higher densities and are similar

to the criterion maps density. This is not the case for the mind

maps created at course start and post exam I, so we have

to conclude that graph density could be a quick indicator of

similarity that students could use as they create their mind

maps, but by itself it is not sufficient to help students.

B. RGF-distance Relation to Grades

To examine how RGF-distance for student generated mind

maps compares to scores on class exams, we will plot RGF-

distance on x-axis and the exam or final grade score out of

100 on the y-axis. We will then plot a logarithmic regression

line on the graph to get some understanding of the general

relationship between grade and RGF-distance. Finally, we will

calculate correlation coefficients between grade and RGF-

distance for each time the mind maps were created to evaluate

if there is a strong linear relationship.

Figure 3 shows these scatter plots. Starting with the graph in

the upper left, the blue points are the mind map RGF-distance

from the start of the course (n=40) compared to the student’s

grade, and the red points are the same but for the mind maps

created post exam I (n=24).

One interesting observation is there is a shift of RGF-

distance from the start of class to the first exam, which

signifies that the mind maps are more similar to the criterion

map post exam I. The trend line, in this first graph, suggests

that there is some relationship between grade and RGF-

distance, but the actual correlation coefficients are weak, -

0.14 and -0.27 respectively. The second two graphs, which

compare the mind maps post exam I and exam II (n=24), do

not show a shift in RGF-distance between the two periods

of time. This is probably due to the fact that the majority of

vocabulary is introduced by the first exam and the shift would

only be minor. We see similar trend lines to the first graph, and

there is a high correlation coefficient for mind maps created

after the first exam to the grade (-0.45 for exam II and -0.63

for final grade). However, since the number of participants

and the specific participants at each stage (40 students for

the class start mind map, 24 students for the post exam I

mind map, and 24 students for the post exam II mind map)

is different, these correlation and trend lines are only a hint

of the relationship between mind map structure and grade.

Interestingly, the correlation for the final mind maps RGF-

distance to grades is not as high as post exam I (-0.31 for
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Fig. 3. Scatter plots for grade to RGF-distance on exams and overall grade with RGF-distance on the x-axis and grade point out of 100 on the y-axis.

exam II and -0.26 for final grade).

The greatest correlation is between final grades and post

exam I mind maps with a correlation coefficient of -0.63.

We hypothesize that mind maps RGF-distance compared to

overall grade is a better comparison since the mind map is

an indicator of understanding on how concepts connect, and

this type of knowledge is more important to activities in the

overall course, which is assessed on exams, labs, and projects.

The exams, though needing an understanding of vocabulary, is

more focused on testing students problem solving and design

skills, which is not a good assessment of understanding how

concept/words are related.

C. Individual RGF-distance Analysis

Figure 4 shows four graphs where each graph is a bin of

students with a certain final grade range. Each graph shows the

measure of RGF-distance (y-axis) for the students mind maps

over the semester (x-axis); in the graph a line connects two

points if they are for the same student and they have created

mind maps at two adjacent times. Looking at all the graphs,

we can see that for the most part, RGF-distance measurements

decrease, meaning the student mind maps are becoming more

similar in structure to the criterion map. We believe this is

strong evidence supporting our hypothesis. The outliers to

this trend tend to be found when comparing the RGF-distance

measure from mind maps created post exam I and post exam

II. Whether this reflects student confusion, poor performance

on the mind map activity, or some other factor is unknown,

but these trends are observable in each of the grade bins, and

therefore, is not related to students overall grade performance

in the course.

V. CONCLUSION

In this work, we investigated the viability of using RGF-

distance as a graph metric that could be used to automatically

give students feedback on their own mind maps. We compared

other simple graph metrics to verify that RGF-distance is a su-

perior metric based on how it compares graph structure. Next,

our results showed that there is some relationship between

final grades and RGF-distance measured for student made

mind maps compared to a criterion model. This relationship,

however, was not strong, and we do not believe that mind

maps could be used to assess students on activities that are not

vocabulary focused. When understanding a field’s vocabulary

is the focus, the mind map evaluated in terms of RGF-distance

could be used as a grading tool, but further exploration is

needed in this area.

Our analysis of individual performance of a student over the

term showed that mind maps, in general, improve over time

based on a decrease in RGF-distance. This result is exciting

since we could imagine a scenario where a student could

use a tool over the term to see how their understanding of

topic vocabulary has improved compared to their previous

attempts. This type of scoring mechanism is useful to provide

an overall evaluation of the mind map, but it does not provide

a mechanism to provide detailed feedback to the learners.
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